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actions from learning basic actions?

“Dynamic Neural Network Approach”
• Source of Novelty = Non-linear Memory Dynamics
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• Learns actions in a multiple timescales structure
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• Appropriateness
– Actions that “can be used”

• e.g., Maximum angular velocity < Threshold

• Novelty
– Actions “different from learned action”

• Distance(Learned Action, Generated Action)

• Diversity
– Actions “different each other”

• Distance(Generated Action, Generated Action)

Measuring the Level of Creativity

The model’s level of
creativity depends on
the learning method.
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Internal Structure in the Action Encoding Module

Current PB Value
(in Action Encoding Module)

Robot’s Action
(Position values of 8 Joints)

“Rugged” PB Space
: Small changes in the PB Values  Abrupt changes in robot’s action
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• Generating Creative Robot Actions

– From the Dynamic Neural Network Perspective

• Neural Network Model (MTRNN-PB)

– Reproduces learned actions

– Generates novel actions 
• Through modulating & combining those learned actions 

– Self-organizes non-linear memory dynamics
• Source of novel actions

Summary
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